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Abstract 

Image Recognition is a crucial component of artificial intelligence which finds many applications in fields from the self-driving 

car to the detection and diagnosis of diseases. Different Algorithms have been developed to give high accuracy and effectiveness 

in image recognition. Each has its strengths and weaknesses. This paper compares the most widely used algorithms, including 

convolutional neural networks (CNNs), decision trees, k nearest neighbors (KNN), support vector machines (SVMs) and random 

forests. The comparison is based on their accuracy, training and testing time and performance on standard image recognition 

datasets. Our analysis reveals that CNNs are the most favourable algorithm for image recognition due to their high accuracy and 

their capability to learn complex features from images. Overall, this paper delivers insights into the performance and practicality 

of different image recognition algorithms and can serve as a valuable resource for researchers and practitioners in the field of 

artificial intelligence. 
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1. Introduction

Image recognition is one of the most important and popular applications of artificial intelligence (AI). Image recognition is the 

process of identifying and detecting objects, patterns, or features in digital images. It involves using computer algorithms and 

techniques to analyze the visual content of an image and make sense of it. Image Recognition finds its application in many fields 

like Object recognition, Autonomous vehicles, Security, Entertainment, Agriculture, Medical diagnosis, Face recognition and 

Environmental monitoring. For example, in healthcare, image recognition can be used to diagnose diseases and detect 

abnormalities in medical images such as X-rays and MRI scans. In security, image recognition can be used to identify individuals 

and track their movements in surveillance footage. In manufacturing, image recognition can be used to inspect products for 

defects and ensure quality control. In agriculture, it can be used to monitor crops and yield prediction. It can help farmers detect 

diseases and pests, track plant growth, and optimize harvests. In the entertainment industry, it can be for video and image analysis. 

It can help identify copyright violations, monitor content for inappropriate material, and provide personalized recommendations to 

users. As technology is evolving, we can expect to see even more innovative and impactful uses emerge in the coming years. 

Image recognition systems typically work by analyzing the features of an image and comparing them to known patterns or 

templates. This is done using complex algorithms that are designed to identify specific features or characteristics of an object or 

scene, such as shape, color, texture, and spatial arrangement. These algorithms can be trained using large datasets of labeled 

images, allowing them to recognize patterns and make accurate predictions about new images.  

Image Recognition is one of the important and old problems in artificial intelligence. It is a challenging task to detect objects 

from the image [1]. The capability to accurately identify and classify the objects in the image has been a problem for researchers. 

AI has made this difficult task possible by making devices as intelligent as humans to recognize patterns in different conditions 

[2]. There are many image classification algorithms where the most commonly used are machine learning algorithms and deep 

learning algorithms [3]. The process of Deep learning includes self-learning by building a multilayer model and training it with 

large amounts of data. It helps in improving the accuracy rate and performance of the classification or prediction [4]. The image 

recognition process based on deep learning mainly gives the image into the neural network. Then it uses the deep learning 

forward propagation and backpropagation error algorithms so that it can minimize the loss of input function [5]. Here, several 

machine learning and deep learning algorithms are selected such as convolutional neural networks (CNNs), support vector 

machines (SVM), k nearest neighbors (KNN), decision trees and random forests.  

    Artificial Neural Network (ANN) has been studied for many years to solve complex classification problems including image 

classification [6]. One advantage of artificial neural networks is that the algorithm could be generalized to use in different kinds of 

situations using the same designs [7]. Convolutional Neural Networks (CNNs) are a class of deep learning neural networks that 

are generally used for image recognition tasks. CNNs are designed to learn spatial orders of features from input data, such as 
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images, on their own without the need for manual feature extraction [8]. CNN can learn the local and global structures from 

image data effectively. SVM is a mathematical extension of Neural Network, and it performs classification by converting the 

original training data into multidimensional space and constructing hyper-plane in higher dimensional [9]. Decision Trees are a 

class of supervised machine learning algorithms used for classification [10]. The effectiveness of Decision Tree algorithms is that 

they provide rules of classification which are easily understandable [11]. It has some drawbacks too, one of them is when the tree 

chooses to split a node, the sorting of all numerical attributes is required. It can become costly if Decision Trees are set on the 

larger size of data i.e. it has more instances [12]. KNN classification algorithms determine the class of an image by looking for the 

k images of the training set which are most similar to the image to be classified, and then it performs a class-weighted frequency 

analysis [13]. A random forest, a combination of decision trees, is constructed by randomly selecting trees from a set of possible 

trees, where each tree is trained on a random subset of input data and features [14]. Random trees can be created effectively and 

the collection of large sets of random trees commonly leads to accurate models. There has been comprehensive research on 

Random trees in current years [12]. These algorithms are compared based on their precision, recall, f1 score, accuracy, and speed. 

2. Methodology

2.1. Model Diagram: 

Here, First the data has been taken from dataset then after pre-processing, we separated it into two parts, training set and 

testing set. The data in training set was trained using different algorithms. Then testing conducted on the testing set and it 

gave results which helps us to evaluate the performance and accuracy of an algorithm. The following figure shows the flow 

of process conducted in constructing the model. 

Fig. 1. Illustration of process flow of model 
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2.2. Dataset Used: 

     For this work, the MNIST dataset is used for an image classification task. It consists of a collection of 70,000 handwritten 

digits (0-9) that have been normalized and centered in a fixed-size image of 28x28 pixels. The dataset is commonly used as a 

standard for training and evaluating machine learning models. The dataset is divided into two sets: a training set of 60,000 images 

and a test set of 10,000 images. The goal of the MNIST dataset is to classify the digits correctly based on their pixel values. Each 

image is represented as a 784-dimensional vector, where each element represents the grayscale value of a single pixel. The task is 

to train a machine learning model on the training set to predict the correct label of each digit in the test set. 

2.3 Algorithms Used: 

2.3.1. Convolutional Neural Network (CNN): 

In recent years, CNN finds its application in many fields such as face recognition, speech recognition [15], natural language 

analysis [16], brain wave analysis [17], [5]. The convolutional neural network is a type of artificial neural network used as a deep 

learning algorithm which is designed to process inputs like images and videos. CNN is composed of several layers of processing, 

including convolutional layers, pooling layers, and fully connected layers [18]. A convolutional model takes input images and 

convolves them with kernels to extract features of the image [3]. The result of the convolution operation is a single number that 

shows the degree of similarity between the filter and the input region. The pooling layer reduces the spatial dimensions of the 

feature maps and makes them more manageable for the following layers. The fully connected layer performs a classification or 

regression task based on the features extracted by the earlier layers. 

2.3.2 Support Vector Machines (SVM): 

Support Vector Machine is a supervised machine learning algorithm which is used for classification and regression analysis. 

The SVM algorithm works by finding the optimal hyperplane that splits the data into different types. The hyperplane is selected in 

such a way that it maximizes the distance between the closest data points of different classes, which are called support vectors 

[19]. This hyperplane is called the Optimal Separating Hyperplane whose task is to minimize the risk of misclassifying the 

examples in the training set as well as the unseen examples of the test set [20].  

2.3.3 Decision tree: 

Decision trees are commonly used supervised machine learning algorithms that are used for both classification and regression. 

Decision trees consist of nodes. At each node, the algorithm picks the feature or attribute that provides the most information gain 

to divide the data into the different classes. The decision tree is built by selecting the best attribute to separate the data at each 

node until all the data points are correctly classified. 

2.3.4 K nearest neighbors (KNN): 

    The k-nearest neighbor algorithm is the simplest algorithm out of all machine learning algorithms. The algorithm works by 

finding the k closest data points in the training set. The algorithm works by finding the distance between the input data point and 

every other data point in the training set, using a distance metric such as Euclidean distance or Manhattan distance. The k closest 

data points, also known as the nearest neighbors, are then used to determine the predicted label of the input data point [21]. KNN 

is an easy-to-understand algorithm that can be used for both classification and regression tasks.   

2.3.5 Random Forests: 

    A random forest is a popular decision tree ensemble learning algorithm used in machine learning for classification and 

regression tasks. It means that it combines multiple weaker models to create a more powerful and accurate model. In the random 

forest algorithm, each tree grows with some type of randomization [22]. This algorithm creates a forest of decision trees. Each 

tree will be trained on a random subset of training data and features. At the time of prediction, each tree in the forest is used to 

make a prediction and the final prediction is determined by aggregating the predictions of all the trees. 
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3. Evaluation

    The evaluation is done based on various factors such as confusion matrix, precision, f1 score and recall. A confusion matrix is  

used to show the number of correct and incorrect predictions made by the model. It consists of dime dimensions: predicted class  

and actual class. It has four possible outcomes: True Positive (TP) which means the prediction is correct, and False Positive (FP) 

which means the model predicted a positive class but the prediction is incorrect. Then we have True Negative (TN) which means  

the model predicted a negative class with a correct prediction, and False Negative (FN) where the model predicted a negative clas

s with an incorrect prediction. Precision, recall and F1 score are the parts of the classification report which help to evaluate the per

formance of the model. Precision is a measure which calculates the percent of correctly identified positive cases out of all positive

 cases identified by a model. Precision can be given as: 

(1) 

Recall is a measure that calculates percent of correctly out of all the actual positive cases that exist in a population. Recall can be 

expresses as follows: 

(2) 

F1 score is a measure that combines precision and recall into a single metric. The F1 score is a harmonic mean of precision and 

recall and is expressed as below: 

(3) 

4. Result

    The classification report for different algorithms is shown as from table 1 to table 5. The classification report contains the 

Precision, recall and f1 score of the algorithm. 

Table 1: Classification report of CNN 

precision recall f1 score 

0 0.98 0.99 0.98 

1 0.99 1.00 0.99 

2 0.98 0.98 0.98 

3 0.98 0.99 0.98 

4 0.98 0.99 0.98 

5 0.99 0.97 0.98 

6 0.98 0.99 0.98 

7 0.98 0.98 0.98 

8 0.99 0.95 0.97 

9 0.98 0.98 0.98 

Table 2: Classification report of SVM 

precision recall f1 score 

0 0.95 0.98 0.96 

1 0.97 0.99 0.98 

2 0.92 0.94 0.93 

3 0.91 0.93 0.92 

4 0.93 0.96 0.94 

5 0.91 0.89 0.90 

6 0.96 0.95 0.95 

7 0.95 0.93 0.94 

8 0.93 0.90 0.91 

9 0.95 0.92 0.93 
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Table 3: Classification report of Decision trees 

precision recall f1 score 

0 0.91 0.94 0.93 

1 0.96 0.96 0.96 

2 0.87 0.86 0.86 

3 0.83 0.85 0.84 

4 0.87 0.88 0.87 

5 0.84 0.83 0.84 

6 0.90 0.89 0.89 

7 0.92 0.90 0.91 

8 0.82 0.81 0.82 

9 0.85 0.85 0.85 

Table 4: Classification report of KNN 

precision recall f1 score 

0 0.98 0.99 0.99 

1 0.96 1.00 0.98 

2 0.98 0.96 0.97 

3 0.96 0.96 0.96 

4 0.97 0.96 0.97 

5 0.95 0.96 0.95 

6 0.98 0.99 0.98 

7 0.96 0.97 0.96 

8 0.98 0.94 0.96 

9 0.95 0.95 0.95 

Table 5: Classification report of Random forests 

precision recall f1 score 

0 0.97 0.99 0.98 

1 0.99 0.99 0.99 

2 0.97 0.97 0.97 

3 0.96 0.96 0.96 

4 0.97 0.98 0.98 

5 0.98 0.96 0.97 

6 0.97 0.98 0.98 

7 0.97 0.96 0.97 

8 0.96 0.96 0.96 

9 0.96 0.96 0.96 

    From the above data, it is clear that convolutional neural network algorithm is showing maximum precision for all the classes. 

Also, it is the algorithm with maximum recall value for all the classes. CNN’s f1 score is highest and consistent among all the clas

ses as compared to other algorithms. Accuracy of different algorithms are shown in the table 6. Accuracy of an algorithm can be c

alculated as follows: 

 (4) 

    From table 6, it is analysed that Convolutional neural networks showing the maximum accuracy. So, we can say that CNN can 

recognize and classify the images with more accuracy than any other algorithms. 
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Table 6. Performance of Algorithms 

Algorithms Accuracy % 

Convolutional neural networks (CNN) 98.00 

Support Vector Machines (SVM) 94.00 

Decision Tress 88.00 

K nearest neighbour (KNN) 97.00 

Random Forest 97.00 

5. Conclusion

    In conclusion, the comparison of different algorithms for image recognition is an important area of research that can provide 

valuable insights into the strengths and weaknesses of different approaches. We have reviewed and compared several popular 

algorithms for image recognition, including convolutional neural networks (CNNs), support vector machines (SVMs), and k-

nearest neighbors (KNNs), decision trees and random forests. The finding of this paper indicates that Convolutional neural 

networks are an effective deep learning algorithm for image recognition. This paper has compared different image recognition 

algorithms to evaluate their performance based on accuracy, precision, recall and f1 score. Our analysis has shown that CNN is 

currently the most effective algorithm for image recognition as it has achieved high accuracy and speed on a standard dataset. 

However, SVMs and KNNs can also be effective for certain types of image recognition tasks, such as object recognition and 

image segmentation. Other factors, such as the size and quality of the training dataset, the complexity of the image features, and 

the computational resources available, can also impact the performance of different algorithms. It is important to note that the 

performance of each algorithm depends on the quality and complexity of the image. The study underscores the potential of image 

recognition technologies to drive innovation and create new opportunities in various industries. 
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